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Project Summary

KGoal: To create an open source software platform to run
Smart Grid applications and demonstrate it through selected
applications. A software platform defines:

I Programming model (for distributed real-time software)

I Services (for application management, fault tolerance,
security, time synchronization, coordination, etc.)

I Development toolkit (for building and deploying apps)
KUnigueness:

I Focus on distributed applications - not only on
networking

I Focus on resilience i services for fault recovery

I Focus on security T maintain confidentiality, integrity,
availability
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Project Summary

KChallenges:

I How do we build distributed fault tolerant smart grid
applications in a real-time context? 7 It is more than a
middleware or networking problem.

I How do we manage accidental complexities in the
development process? 1T Developers need tools to be
productive.

K Deliverables:

I Software platform run-time: middleware and other libraries +
services used by apps

I Development toolkit for building, deploying, and managing
apps

I Example applications for the Smart Grid

I Design documentation
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Project Summary

KKey outcomes:

I The open source platform will enable developers T sanctioned
by utilities - to build reusable components and applications

I The platform specification and its prototype implementation is
open source, but for-profit entities will provide software
development services for it

I A new open standard that will change how software for the
smart grid is developed

K Websites:
I https://riaps.isis.vanderbilt.edu/ - Project
I https://github.com/RIAPS - Code base
I https://riaps.github.io/ - Documents
|

" https://www.youtube.com/channel/lUCwfT8Kel-
SM7GKhHSOmuawag - Youtube channel
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https://riaps.isis.vanderbilt.edu/
https://github.com/RIAPS
https://riaps.github.io/
https://www.youtube.com/channel/UCwfT8KeF-8M7GKhHS0muawg

K Organizations: Vanderbilt University, North Carolina State University,
Washington State University

Vanderbilt University (Prof. Gabor Karsai & Abhishek Dubey)
Institute for Software-Integrated Systems has decades of experience
In researching and developing middleware, model-driven
development tools, real-time fault diagnostics, software platforms.

North Carolina State University (Prof. Srdjan Lukic, David
Lubkeman) is home to the NSF Future Renewable Electric Energy
Delivery and Management (FREEDM) ERC, have expertise in power
grid based on power electronics, high bandwidth digital
communication, and distributed control, iIncluding testing of
experimental and commercial microgrid controllers

Washington State University (Prof. Anurag Srivastava, Chen-Ching
Liu, Dave Bakken) has expertise in power system operation and
control hosts the Smart Grid Testbed (SGDRIL), does research on
power systems operation in extreme scenarios, Smart City Testbed,
and on fault tolerant computing and middleware for power systems
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K While all team members have electrical engineering background
they specialize in complementary fields:

" Distributed Real Time Embedded systems (Karsai and Dubey)
" Fault Tolerant Computing (Bakken and Karsai)

" Electrical Power Engineering (Srivastava, Liu and Lukic)

" Cyber-Physical Testbeds (Srivastava, Liu and Lukic)

I Control Engineering (Srivastava, and Liu)

K The team members have solid industry connections that will
enable technology transition:

I Help from industry advisory board to target the technology for
the market

I Abllity to do hardware in the loop testing allows having product
ready for field installation
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Project Progress

l
Analysis, Design, -----------I On track

Documentation

2 Component Framework: ...........I On track
Detailed Design,
Implementation, Verification
HEEEEEEEREN o
HEEEEEEEREN o~
design, implementation,
verification
5 Representative Applications -----------I On track

Development and Evaluation

6 Technology Transition -----------I On track

Demonstrations ? ? ?On track
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3 Platform Services: Detailed
Design, Implementation and
Verification

4 Development toolchain




KHIL system
I For RIAPS (software platform):
A Development platform: Linux
A Target platform: Beaglebone Black (embedded ARM)
I For RAS (WSU):
A Simulation: RTDS + Target platform (BBB)
I For Microgrid control (NCSU):
A Simulation: Opal-RT + Target platform (BBB) + DSP
K Managed DERs:
I RAS: Wind farm
I Microgrid: PV, Batteries (via inverter)

K Test plan
I Platform: , 2.3.3,
, . 3.4.2, 4.1.3
I RAS: 5.12.2
I Microgrid: 5.6.2

K Field validation test sites:
I Discussions with IAB members
I VMWare/LF Energy
K Large scale simulation plan: RTDS + Opal-RT
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Vision
Distributed Computing for the Grid
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The Software Platform

Applications

Remedial Action Microgrid State Data Energy Distributed
Scheme Management Estimation Analytics Management SCADA

Component Framework Platform Managers

Component Interactions

Lifecycle Management
Component Messaging

Initialize, Start, Stop,
Checkpoint, Destroy

Application Manager Coordination Man
Application Management and
Deployment Service

r
Distributed Coordination Service

Component Scheduling

Language Run-time
Event/Time-triggered

Discovery Manager Time Manager
C/C++, etc.

Broker Service Time Synchronization Service

Securi Resource Manager
Access Control Resource Management Service
Secure Communications o

Fault Management Secure Information Flows Fault Manager Security Manager
Fault Management Service Fault Management Service Security Management Service

Log Manager Persistence Manager
Logging Service

Resource Management
Resource Management Service

Device Manager
Device Interface Service

Logging Persistence
Logging Service

Persistence Service

Persistence Service

OS Kernel

Hardware Platform
Device Interfaces
(Sensors/Actuators/Communications/GPS/...) Network Interface(s) Storage
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RIAPS apps
Components + Actors

params
| sub 3 Lifecycle:
state * activate/deactivate
\ * passivate/reactivate
} * checkpoint
\ * destroy
\ Operations
T T 17 | handle_sub... <‘cﬁ>
@ Y message queue .[" handle_resp(...)
L1 11 “* handle_time(...)
Actions in ops:
lor * send|...)
management ] " recv(.) W>
 server > \
subscribe port )
timer port publish port
reply port client port
server port request port

Actors are built from

components that interact
solely via messages and are
deployed on computing
nodes in a network.
All applications are built as a
fabric of interacting

components
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Components are the building blocks:
defined interfaces (ports) + execution
semantics i simple code, may

encapsulate complex applications (e.g.

numerical solvers) in Python/C++

11



